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Part-of-Speech Tagging



Language Models Reminder
Use an n-gram model to 

predict the next token:

My only wish

wish I 8

wish is 6

wish they 4

wish was 4

wish that 2

wish you 1

Bigram counts

(starting with wish):

* My only wish IMy only wish I

My only wish is

wish I 8

wish is 6

wish they 4

wish was 4

wish that 2

wish you 1



Lexical Ambiguity
The word wish is ambiguous

wish (verb): לבקש, לאחל

wish (noun): משאלה



Some Context Helps
Verb:

How I wish you were here
Careful what you wish for
Wish you a happy birthday

Noun:
Your wish is my command
If you could have one wish
Make a wish



But Sometimes It Doesn’t
Squad helps dog bite victim

בסוף המרוץ הוא נפל מהסוס. הוא לא פרש.



Parts of Speech
Words can roughly be divided into 

distributional categories based on their 

syntactic roles.



Part-of-Speech Hierarchy
Open classes Closed classes

Nouns

Proper
Hebrew
John

Common
arrival
pencils

Adjectives
tall

Adverbs
quickly

...

Verbs

Main
went
write

Modals
would
shall

Numbers
2015, 1/2, billion, one

Determiners some, the

Conjunctions and, or

Pronouns you, my, us

Prepositions to, in, by

...



Part-of-Speech Tags

Penn Treebank Part-of-Speech Tags 

for English, Jurafsky & Martin 2009

Tag guide:
https://catalog.ldc.upenn.edu/docs/LDC99T42/tagguid1.pdf

https://catalog.ldc.upenn.edu/docs/LDC99T42/tagguid1.pdf
https://catalog.ldc.upenn.edu/docs/LDC99T42/tagguid1.pdf


Language Variations

Penn Treebank Part-of-Speech Tags 

for Mandarin Chinese, Xia 2000



Part-of-Speech Tagging
Tag the following text for POS:

Alice was beginning to get very tired

nnp vbd vbg to vb rb jj



Statistical POS Tagging
We can use counts from the corpus to 

tag text for POS,

but it requires annotation:

just the text is not enough.



Annotated Corpus Example
The/AT grand/JJ jury/NN commented/VBD on/IN a/AT 

number/NN of/IN other/AP topics/NNS ,/, AMONG/IN them/PPO 

the/AT Atlanta/NP and/CC Fulton/NP-tl County/NN-tl 

purchasing/VBG departments/NNS which/WDT it/PPS said/VBD 

``/`` ARE/BER well/QL operated/VBN and/CC follow/VB 

generally/RB accepted/VBN practices/NNS which/WDT 

inure/VB to/IN the/AT best/JJT interest/NN of/IN both/ABX 

governments/NNS ''/'' ./.



Lexical POS Counts
Simple method: count 

the times each word 

occurred with each 

POS in the corpus

→ 1527

→ 37

→ 3

→ 4

→ 2

→ 197

→ 50

the dt

well rb

well nn

sleep nn

sleep vbp

that in

that dt



POS Tagging Algorithm
Find POS sequence of token sequence

Given: [“what”, ”is”, ”the”, ”answer”, “?”]

Return: [“wp”, “vbz”, “dt”, “nn”, “.”]



POS Tagging Algorithm 1

Tokens is a sequence of strings
CountsL is a table of [string, string]→number

Returns a sequence of strings

Tag_POS_Simple(Tokens, CountsL):
for Index ← 1 to length(Tokens):

TagsIndex ← Max2(TokensIndex, CountsL)
return Tags



Auxiliary Algorithm
Max2(Token, CountsL):
Max ← 0
for each [T1, T2] in CountsL:

if (T1 = Token) and (CountsL[T1, T2] > Max):
Max ← CountsL[T1, T2]
Best ← T2

return Best
Token is a string

CountsL is a table of [string, string]→number
Returns a string



Auxiliary Algorithm
Max2 is very similar to the Bigram 

algorithm for LM text generation.

It just returns the T2 with the highest 

count among entries with T1 = Token.



Surprising Accuracy
This simple approach actually gets 

about 90% of the POS tags correctly!

Most words almost always appear with 

the same POS.



Problem: Variability
Use the most common POS for each word

the fish sleep in that well
dt nn nn in in rb

But the correct tags are:
dt nns vbp in dt nn

dt nn nn in in rb



State of the Art
The best methods today get slightly 

more than 97% accuracy,

so 90% is not so bad.



Problem: Unknown Words
't was brillig , and the slithy toves

did gyre and gimble in the wabe ;

all mimsy were the borogoves ,

and the mome raths outgrabe .

First stanza of 
Jabberwocky 
from Through 
the Looking-

Glass, and 
What Alice 

Found There 
(1871) by 

Lewis Carroll

? vbd ? , cc dt ? ?

vbd ? cc ? in dt ? :

dt ? vbd dt ? ,

cc dt ? ? ? .



Solutions
● Context (above the word level)

● Morphology (below the word level)



Transition Counts
Count the times each tag 

follows another tag.

These are tag bigram 

counts (transition counts).

→ 312

→ 690

→ 113

→ 262

→ 1256

→ 847

→ 464

nn nn

nn in

nn dt

in nn

dt nn

prp vbd

vbd dt



POS Tagging Algorithm 2
Tag_POS(Tokens, CountsL, CountsT):
Tags1 ← Max2(Tokens1, CountsL)
for Index ← 2 to length(Tokens):

TagsIndex ← Max3(TokensIndex, TagsIndex − 1, CountsL, CountsT)
return Tags

Tokens is a sequence of strings
CountsL and CountsT are tables of [string, string]→number

Returns a sequence of strings



Combining the Counts
How to implement Max3?

Multiply lexical count (from CountsL) 

with transition count (from CountsT)



Auxiliary Algorithm
Max3(Token, Tag, CountsL, CountsT):
Max ← 0
for each [T1, T2] in CountsL:

if (T1 = Token):
Score ← CountsL[T1, T2] ⨉ CountsT[Tag, T2]
if (Score > Max):

Max ← Score
Best ← T2

return Best
Token and Tag are strings

CountsL and CountsT are tables of [string, string]→number
Returns a string



Syntactic Parsing



Unlabeled Bracketing
A hierarchy of constituents

[i [like [old books]]]

[[birds [that swim]] fly]



Labeled Bracketing
Annotates each constituent with a label, 

and each token with a part-of-speech tag

[s [np [prp i]] [vp [vbp like] [np [jj 
old] [nns books]]]]]



Phrase Structure (Constituency Parsing)

Represents text structure as 

a tree: tokens are leaves
(Equivalent to labeled bracketing)

[s [np [prp i]] [vp [vbp like] 
[np [jj old] [nns books]]]]]

mshang.ca/syntree

http://mshang.ca/syntree
http://mshang.ca/syntree


More Complicated Example

[s [np [np [nns birds]] [sbar 
[whnp [wdt that]] [s [vp 
[vbp swim]]]]] [vp [vbp fly]]]]

Relative clauses introduce 

sbar nodes and are parsed too
http://cs.jhu.edu/~jason/465/hw-parse/treebank-manual.pdf

http://cs.jhu.edu/~jason/465/hw-parse/treebank-manual.pdf
http://cs.jhu.edu/~jason/465/hw-parse/treebank-manual.pdf


Chinese Example

[ip [np [nr 猴子]] [vp [vv 喜欢] 
[ip [vp [vv 吃] [np [nn 香蕉]]]]]]]

Different rules/labels are 

used for different languages



Lexical Ambiguity



Syntactic Ambiguity



Penn Treebank
● Started in 1989
● More than 4.5 million tokens
● Mostly Wall Street Journal
● Constituency-parsed by humans
● Used to train/test parsers

www.cis.upenn.edu/~treebank

https://www.cis.upenn.edu/~treebank/
https://www.cis.upenn.edu/~treebank/


Dependency Parsing
Represents text structure as a tree: 

tokens are all the nodes (not just leaves)
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