
Artificial Intelligence
in Medicine

Nir Friedman and Tommy Kaplan

Learning (2)

21/11/22



“I hate to generalize, but…”

Gloria Steinem



Generalization in medicine

● Family medicine clinic, Jerusalem, yesterday:
● Physician examines 30 patients
● First 28 with cough / runny nose / headaches

Upper respiratory viral infection

● A young pregnant woman with runny nose:

● An elderly man, presenting stomach ache

Allergy? Virus?

Colon cancer? Virus?



What is learning?
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Generalization

Performance on heretofore unseen cases.

Why should it work?

Examples Classifier Test



Generalization

“Though this be madness, yet there is method in’t”

Hamlet

Assumptions about the nature of examples:

● Samples are from the same “population”
● Actual concept has some regularity

○ Smoothness
○ Simplicity
○ …



Concepts

Train error - error on the training set (seen)

Test error - error on test set (yet unseen)

Are these related?

Implicit assumption:

● Reducing training error will reduce also test error
● Is this reasonable?



Different classifiers

Complexity



Train vs. test errors
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Training error

Test error

Over-fittingOptimum?



Measures of complexity

● Degree of polynomial
● Number of questions in decision tree
● Number of free parameters
● Magnitude of parameters
● Curvature of decision surface
● Neighborhood size in K-nearest neighbors
● …



Empirical Test Error

Test set 

Train set

Samples



Empirical Test Error
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Empirical Test Error

Issues:

Train/Test allocation

● Small train set → not enough for learning 
● Small test set → noisy error estimation

Test set 

Train set



(4-fold) cross validation

Train
Test



Stratified cross validation

Positive
samples

Negative
samples



Empirical Test Error

Test set 

Train set

Issues:

Train/Test allocation

● Small train set → not enough for learning 
● Small test set → noisy error estimation

Use of Test set

● Multiple evaluations (of classifiers)
● Test samples used for learning
● Over-fitting the test data!!



Empirical Test Error
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Theoretical bound of test error
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Train error

Test error

Train + penalty*

Penalty* =  function of model complexity



Summary so far

Choose complexity (hyper-parameters) 

Estimate generalization performance 

● Train/test split
● Cross-validation
● Theoretical limits

Learn model with chosen hyper-parameter value



Case study

June 2000, the human 
genome sequenced

Microarrays measure 
mRNA levels of 23K genes



Gene expression classifications and predictions 
of human cancers



Could gene expression predict clinical outcout?

● Early breast cancer, at young patients.
● Chemotherapy reduces risk of metastases by ⅓
● 70-80% patients receiving it, would have survived without.
● How to identify which patients would likely need chemo, and 

which won’t?

● 34 patients developed distant metastases within 5 years
● 44 were disease-free after 5 years
● (18 with BRCA1, 2 BRCA2 mutations)





How they learned a classification model?

● 34 “poor prognosis”, 44 “good prognosis” samples

● From 23K genes, found top 231 correlated genes (“features”)

● Leave-one-out CV
● Correlation-based classifier

(“poor” or “good” prognosis)

● “Optimal set” of 70 genes



15 years later…

● 6693 women
● 1550: high clinical risk,

low genomic risk



Is this a special set of genes?
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