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Previously, we predicted metastases presence

what if we wanted to predict survival? dosage?



Regression models in medicine 

● Pediatric dosage calculations (body weight)

● GFR (Creatine, Creatinine, and kidney function)
(estimated Glomerular Filtration Rate)

● Chemotherapy (body surface area)





Noise is all around us

Sum of multiple effects ⇒ Central limit theorem

המשפט החזק של המספרים החלשים

In the absence of a better model or knowledge

Non-additive noise ⇒ multiplicative cases

Creatinine = noise depends on body mass



Error estimation

“No more counting dollars, we'll be counting stars”
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Error estimation

Absolute distances? Squared distances? …
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Linear regression (univariate)

Least squares method
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Why squared errors?

Assuming normally distributed noise
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Normal Distribution

Function of the square distance from the mean



Normal Distribution

Properties:
● Symmetrical
● Central limit theorem: 

sum of small effects results in a normal distribution
● Formerly, the simplest distribution with a given 

mean+variance
● Mathematical convenience 
● Maintained under addition, shifting and rescaling



Additive vs Multiplicative Noise

Multiplicative measurement noise:

● “Height +/- 10%”
● Error size increase with actual value



Additive vs Multiplicative Noise

Combined noise

● Additive + multiplicative components



Linear regression (multivariate)

Definition, formalities, High-dimensional interpretation
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Linear regression (multivariate)

Urea AST, ALT

ALTAST

Age, Sex, AST, ALT, Urea, Glucose, etc. from 222 patients, hospitalized in 
Istanbul, Turkey, 2017-2019
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Linear regression (multivariate)
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R2=0.63, RMSE=12.15
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Linear regression (multivariate)

● Regularization: antagonizing “weak” features
● Feature selection: choosing which variables matter 

the most
● Reducing complexity ⇒ more generalization

Ignoring x2,x3 is like setting b2=0, b3=0



Linear regression (multivariate)

The elements of statistical learning

Lasso Ridge
Elastic net

Error



Cohort-based models

K-nearest neighbors regression models

● Distances calculation

● Weight calculation 



Regression trees
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Regression trees

Predict a constant value at each leaf
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Regression tree (univariate)
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Ensemble models -  forests

Original train set
(size = n)

● Bootstrapping: sampling with replacement
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Boosting (ensemble classifier)

AdaBoost: Adaptive Boosting algorithm, Freund and Schapire, 1995

α1 α2 αk



Tree

Gradient boosting trees (XGBoost)

Tree Tree
α1 α2 αk



Non-linear regression

Log-transformed?

Squared?

Sigmoid

BMI ~ Weight^2 / Height

log(BMI) ~ 2 * log(Weight) - log(Height)



Syllabus

1. Introduction
2. Classification
3. Learning 1
4. AI in ophthalmology (Prof. Itay Chowers)
5. Learning 2
6. Regression
7. Clustering
8. Visualization (and dimensionality reduction)
9. Deep learning in image analysis (Prof. Leo Joskowicz)

10. Missing data, statistical dependencies
11. Natural language in medicine (Dr. Gabi Stanovsky)
12. Decisions (utility)
13. Longitudinal Data / Project


