
Artificial Intelligence
in Medicine

Nir Friedman and Tommy Kaplan

Clustering

5/12/22



“In my defense, I was left unsupervised”

Lee St. John



Course outlook (so far)

The basics of machine learning

● Classifiers (= rules, predictions)
● Parameters learning
● Model selection

Finding the optimal model
model type, parameters,

simple, general, interpretable

Learning

Model
Set of rules

for prediction

ClassificationRegression
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● What if data unlabeled?



Unsupervised learning

In real life, data is often:
● Unlabeled
● High-dimensional
● Unorganized (missing/errors)
● Unfamiliar
● Unexpected



Previously, we predicted metastases presence

Sub-types? Different treatment? Prognosis?





Unsupervised learning

Clustering allows:
● Grouping
● Qualitative - find archetypes
● Quantitative 1 - how many flavors
● Quantitative 2 - common vs rare/exceptional cases
● Axes by which sample vary



Clustering in medicine / medical research

● Group patients by sub-types

● Single-cell data - better understanding of 
disease-associated cells
(qualitative, quantitative, cellular/disease dynamics)

● Aging / neurodegenerative examples

● Metagenomics assembly





Clustered single-cell gene expression







People are good in low-dimensional clustering

But how would we formally define a good clustering?

Regression



People are good in low-dimensional clustering

But how would we formally define a good clustering?

Top-down approach Bottom-up approach



Formal definition - top down

● Density-based clustering
● Minimize distances from “centroid”

How to find C,𝛍?

● Each point x “belongs” to class Ci whose center is at 𝛍i



K-means

Developed by Lloyd, 1957

Init:
Choose at random K data points, as centroids

Loop:
1. Re-assign each point to nearest centroid
2. Move each centroid to mean (or “center of mass”) 

of assigned data points
Stop:

Upon convergence (no assignment changes)



K-means

● Stochasticity

Would you cluster differently?



K-means

● Stochasticity - might not converge to optimal solution



K-means

● Stochasticity
● Random restarts
● Initialization

○ K-means++
○ Cluster subset of data

● Running time
○ Each iteration:
○ But how many iterations are typically needed?

● Possible data transformations
○ Feature selection
○ Data transformation



Choosing K using the Elbow method
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People are good in low-dimensional clustering

But how would we formally define a good clustering?

Top-down approach Bottom-up approach



Hierarchical Agglomerative Clustering

● Iteratively, merge similar points / sub-groups

dendrogram



Hierarchical Agglomerative Clustering

● Iteratively, merge similar points / sub-groups

dendrogram



cell cycle

Cholesterol biosynthesis

Clustered  gene expression following serum 
stimulation  of  primary  human  fibroblasts
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immediate-early genes
signaling and angiogenesis

wound healing and tissue remodeling



Hierarchical Agglomerative Clustering

How to define distance between clusters?

C1 C2

Complete linkage
(farthest pair)

C1 C2

Average linkage
(mean distance)

C1 C2

Single linkage
(closest pair)

Running time:



What have we learned?

● Unsupervised data
● How to approach?
● Cluster to find typical samples (archetypes)
● Top-down (divisive) clustering

○ K-means (+ useful tricks)
● Bottom-up (agglomerative) clustering

○ Hierarchical clustering
○ Interpretation
○ Variations



Syllabus

1. Introduction
2. Classification
3. Learning 1
4. AI in ophthalmology (Prof. Itay Chowers)
5. Learning 2
6. Regression
7. Clustering
8. Visualization (and dimensionality reduction)
9. Deep learning in image analysis (Prof. Leo Joskowicz)

10. Missing data, statistical dependencies
11. Natural language in medicine (Dr. Gabi Stanovsky)
12. Decisions (utility)
13. Longitudinal Data / Project


