
Exercise for chapter 7 – solution 
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2. Let �̅� = 𝑢1 − 𝑤) .  

 
Pythagorean theorem: |𝑢1|) + |𝑤)|) = |�̅�|) = |𝑢1 − 𝑤)|). 
This gives us: 
𝑢1*𝑢1 + 𝑤)*𝑤) = (𝑢1 − 𝑤))*(𝑢1 − 𝑤)) = (𝑢1* −𝑤)*)(𝑢1 − 𝑤))=𝑢1*𝑢1 − 𝑢1*𝑤) − 𝑤)*𝑢1 + 𝑤)*𝑤)  
We can cancel similar terms and get: −𝑢1*𝑤) − 𝑤)*𝑢1 = 0 
But we know that 𝑢1*𝑤) = 𝑤)*𝑢1 (this is a scalar) 
So 2𝑤)*𝑢1 = 0 and therefore 𝑤)*𝑢1 = 0 

 
3. 

�̅� = $
𝑥!
⋮
𝑥"
& , 𝐴 = $

𝑎!! ⋯ 𝑎!"
⋮ ⋱ ⋮
𝑎"! ⋯ 𝑎""

&, �̅�#𝐴�̅� =? 

𝐴�̅� is a nx1 vector and therefore �̅�#𝐴�̅� is a scalar.  
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4. �̅� ∈ ker	(𝐴) means that 𝐴�̅� = 06. From matrix multiplication we know that this 
means that every row of A multiplied by �̅� equal 0. Meaning that �̅� is 
orthogonal to the all the rows of A. rowsp(A) is the space spanned by all the 
rows of A. so every vector 𝑎6 ∈ rowsp	(𝐴) is just a linear combination of the 
rows of A. therefore, �̅� is orthogonal to any vector 𝑎6 ∈ rowsp	(𝐴) 
 

5. 	𝑢6 = <
1
0
3
2

@ , �̅� = <
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| < 𝑢6, �̅� > | = 6 
G|𝑢6|G = √14	, G|�̅�|G = √18	 

And indeed  
6 < √14	 ∗ √18	 = 15.87	 

 
 



6.  
6.1. Just show: 𝑣𝑗) 𝑇𝑣𝑖) 7

= 0	𝑖𝑓	𝑖 ≠ 𝑗
> 0	𝑖𝑓	𝑖 = 𝑗 

6.2. we are looking for 3 scalars 𝑐1, 𝑐2, 𝑐3 that will satisfy: 𝑢) = 𝑐1𝑣)1 + 𝑐2𝑣)2 +
𝑐3𝑣)3 
We will get 3 equations:  

𝑥 = 𝑐! + 𝑐- + 5𝑐. 
𝑦 = 𝑐! − 3𝑐- − 𝑐. 
𝑧 = 𝑐! + 2𝑐- − 4𝑐. 

And we will get 𝑐1 =
1
3 (𝑥 + 𝑦 + 𝑧), 𝑐2 =

1
14 (𝑥 − 3𝑦 + 2𝑧), 𝑐3 =

1
42 (5𝑥 − 𝑦 − 4𝑧) 

6.3. 𝑐1 = 3, 𝑐2 = −4, 𝑐3 = 1 
 
7.  S={v1,v2,…,vk} vectors in ℝn 
7.1.		

 
 

 
7.2. 

 
  



8. From Schaum (example 7.10) 

 
 
9. Assume that Q and W are orthogonal matrices. That means that 𝑄#𝑄 = 𝐼	 
and		𝑊#𝑊 = 𝐼.		Now let’s calculate (𝑄𝑊)#𝑄𝑊 = 	𝑊#𝑄#𝑄𝑊 = 	𝑊#𝐼𝑊 =
	𝑊#𝑊 = 𝐼. Which means that QW is an orthogonal matrix. 
 
 
11. 

- additivity:  

 
- homogeneity (scalar multiplication): show by yourselves.  

 
12. 

 
 


