
Exercise for chapter 9 – solution 
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3. Let 𝐴 = #
1 2 0
4 −1 0
−1 1 3

* 

3.1. Find the characteristic polynomial of 𝐴. 
3.2. Find the eigenvalues of 𝐴. 
3.3. Find a basis for the eigenspace of each eigenvalue. How many linearly independent 

eigenvectors can you find? Is 𝐴 diagonalizable? 
 

3.1 We will calculate the determinant using the 3rd column: 

𝑑𝑒𝑡(𝐴 − 𝜆𝐼) = (3 − 𝜆)2(1 − 𝜆)(−1 − 𝜆) − 84 = (3 − 𝜆)(−(1 − 𝜆!) − 8))
= (𝜆 − 3)(9 − 𝜆!) = (𝜆 − 3)(3 + 𝜆)(3 − 𝜆)	 

3.2 The eigenvalues of 𝐴 are therefore 𝜆" = 3, 𝜆! = −3, where 𝜆" has an algebraic 
multiplicity of 2. 

3.3 For 𝜆 = −3: 

(𝐴 − 𝜆!𝐼)𝑣̅ = 	0 

#
4 2 0
4 2 0
−1 1 6

*<
𝑥
𝑦
𝑧
@ = #

0
0
0
* 

R1<->R3, R3->-R3: 

#
1 −1 −6
4 2 0
4 2 0

* <
𝑥
𝑦
𝑧
@ = #

0
0
0
* 

R3->R3-R2 

#
1 −1 −6
4 2 0
0 0 0

* <
𝑥
𝑦
𝑧
@ = #

0
0
0
* 

R2->R2-4R1: 

#
1 −1 −6
0 6 24
0 0 0

* <
𝑥
𝑦
𝑧
@ = #

0
0
0
* 

R2 ->R2/6: 

#
1 −1 −6
0 1 4
0 0 0

* <
𝑥
𝑦
𝑧
@ = #

0
0
0
* 

We have a free variable. set 𝑧 = 𝑐 , to get 𝑦 = −4𝑐, 𝑥 = 2𝑐: 𝑣̅ = 𝑐 #
2
−4
1
*. 

This vector is the basis for the eigenspace of eigenvalue 𝜆 = −3. 

 

 



 

For 𝜆 = 3: 

(𝐴 − 𝜆"𝐼)𝑣̅ = 	0 

	

#
−2 2 0
4 −4 0
−1 1 0

*<
𝑥
𝑦
𝑧
@ = #

0
0
0
* 

R1<->R3,  

R3->R3- 2R1, 

R2->R2+4R1: 

#
−1 1 0
0 0 0
0 0 0

* <
𝑥
𝑦
𝑧
@ = #

0
0
0
* 

And we get x=y. we can set x=y=a and we also have a free variable. set 𝑧 = 𝑐 , 𝑣̅ =

<
𝑎
𝑎
𝑐
@ = 𝑎 #

1
1
0
* + 𝑐 #

0
0
1
*. 

#
1
1
0
* , #

0
0
1
* are linearly independent. Thus, this is the basis for the eigenspace of eigenvalue 

𝜆 = 3.  

 

We found 3 linearly independent eigenvectors (#
2
−4
1
*,#

1
1
0
* , #

0
0
1
*).  Recall that a matrix is 

diagonalizable iff it has 𝑛 independent eigenvectors (where n is the dimension of the 
matrix). Therefore, A is diagonalizable. 

 

 

  



4. . 
4.1. If 𝜆 = −1:	𝐴𝑣 = −𝑣. 𝑠𝑜	𝐴𝑣 + 𝑣 = (𝐴 + 𝐼)𝑣 = 0. Let’s find general solution for this 

system: 

 

(𝐴 + 𝐼) = #
−8 16 −4
−8 16 −4
−8 16 −4

* 

 

R3->R3- R1, R2->R2- R1: 

#
−8 16 −4
0 0 0
0 0 0

* 

R1->(-1/8)R1: 

H
1 −2

1
2

0 0 0
0 0 0

I 

There is a solution and therefore, 𝜆 = −1	is an eigenvalue of A. 

The general solution is 𝑣̅ = J
2𝑠 − "

!
𝑡

𝑠
𝑡

K = 𝑠 #
2
1
0
* + 𝑡J

− "
!
0
1
K.  #

2
1
0
* 	𝑎𝑛𝑑	 J

− "
!
0
1
K are linearly 

independent. Thus, this is the basis for the eigenspace of eigenvalue 𝜆 = −1. 

4.2. #
−9 16 −4
−8 15 −4
−8 16 −5

*#
1
1
1
* = #

3
3
3
*. #

1
1
1
* is an eigenvector of eigenvalue 3. 

 

 

 

 

 

 

 

 

  



5. 

 

 

6. Schaum, 9.11 (page 310) 

 



 

 

7. In the general case this is not true: take the matrices A and C from the previous question 

(6). 7 is an eigenvalue of A with eigenvector M31N and 4 is an eigenvalue of C with eigenvector 

M11N. AC=O31 13
13 −9P and 4*7=28 is not an eigenvalue of this matrix (you can see that by 

calculate det(AC-28I) which is not 0). 

However, in the case that the eigenvectors are the same this is true: 

𝐴𝑣 = 𝜆"𝑣	, 𝐵𝑣 = 𝜆!𝑣 ∶ 

𝐴𝐵𝑣 = 𝐴𝜆!𝑣 = 𝜆!𝐴𝑣 = 	𝜆!𝜆"𝑣 

So 𝜆!𝜆" is an eigenvalue of AB. 

 

 

 

  



8. 

 

9.  We found 3 linearly independent eigenvectors (#
2
−4
1
*,#

1
1
0
* , #

0
0
1
*).  

 #
1
1
0
* , #

0
0
1
* are eigenvector of the eigenvalue	𝜆 = 3. And #

2
−4
1
* is an eigenvector of the 

eigenvalue	𝜆 = −3 

Recall that a matrix is diagonalizable iff it has 𝑛 independent eigenvectors (where n is the 
dimension of the matrix). Therefore, A is diagonalizable and the change of basis matrix 𝑃 is 

the matrix which its columns are the eigenvectors: 𝑃 = #
1 0 2
1 0 −4
0 1 1

*. And 𝑃#"𝐴𝑃 =

#
3 0 0
0 3 0
0 0 −3

* 

 

10. False, we give a counterexample: Consider the 2×2 zero matrix. The zero matrix is a 
diagonal matrix, and thus it is diagonalizable. However, the zero matrix is not invertible as its 
determinant is zero. 

11. we already answered that in q6.  



12.  

1. True.  

 

2. The dot product of 2 vectors 𝑣̅	𝑎𝑛𝑑	𝑤U	𝑖𝑠:	𝑣̅$ ∙ 𝑤U = 	 |𝑣̅||𝑤U|𝑐𝑜𝑠𝜃. Where 𝜃 is the 
angle between the vectors. So if 𝑣̅ = 𝑥̅	𝑎𝑛𝑑	𝑤U = 𝐴𝑥̅	, 𝜃 is the angle between the 

vector	before	and	after	transformation	and we get 𝑐𝑜𝑠𝜃 = %̅!'%̅
|%̅||'%̅|

. The 

denominator and nominator are both positive so the whole term is positive. 
Meaning that  𝑐𝑜𝑠𝜃 > 0.	 

 

13. 

1. 𝑑𝑒𝑡(𝐴 − 𝜆𝐼) = 𝜆! + 1 = 0	. This eq has no solution over the real numbers and 
therefore A is not diagonalizable over the real numbers.  

2. Over the complex numbers we can solve this eq and get 𝜆 = 𝑖	𝑜𝑟	𝜆 = −𝑖.	 

Since A has two distinct eigenvalues over the complex numbers (and A is 2x2 
matrix), it must be diagonalizable.  

(The following is not part of the question:) the eigenvectors:  

For	λ"	=	𝑖:	(𝐴 − 𝑖𝐼)𝑣!((( = *3 − 𝑖 −5
2 −3 − 𝑖. 𝑣!((( = 0	𝑤𝑒	𝑔𝑒𝑡		𝑣!((( = 5

"#$
%
	

1
7	

We know that eigenvalues and eigenvectors of real matrices come in conjugate pairs 

so we can infer that for λ!	=	-𝑖:		𝑣!]]] = <
)#*
!
	

1
@	

 

 

 

 

 

 

 



14. we can show that in few ways: 

1. show that 𝐴+ =	𝐴#" 

2. A complex matrix is unitary if and only if its rows (and its columns) form an 
orthonormal set. We will show that the columns are orthonormal:  𝑣̅ =

J
"
)
− !

)
𝑖

− !
)
𝑖
K 	𝑎𝑛𝑑	𝑤]]] = J

!
)
𝑖

− "
)
− !

)
𝑖
K		. According to the inner product of complex 

numbers: < 	𝑣U , 	𝑤]]] >= 𝑣̅∗$ 	𝑤]]] = !
)
𝑖 M"

)
+ !

)
𝑖N + !

)
𝑖 M− "

)
− !

)
𝑖N = 0.	so 𝑣	𝑎𝑛𝑑	𝑤 are 

orthogonal. Now we need to show that  |	𝑣U| = 1	𝑎𝑛𝑑	|	𝑤]]]| = 1:	 

|𝑣̅| = _< 	𝑣U , 	𝑣U >= _𝑣̅∗$ 	𝑣U = `a
1
3
+
2
3
𝑖b a

1
3
−
2
3
𝑖b +

2
3
𝑖 ∗ a−

2
3
𝑖b = `a

1
9
+
4
9
+
4
9b

= 1 

|𝑤U| = _< 𝑤U,𝑤U >= _𝑤U ∗$ 	𝑤]]] = `−
2
3
𝑖 ∗ a

2
3
𝑖b + a−

1
3
+
2
3
𝑖b a−

1
3
−
2
3
𝑖b

= `<
4
9
− a−

1
9
−
4
9b
@ = 1 

 

 

15. 

1. True. When you take the transpose, the diagonal entries will not change the 
position. Then after taking the conjugate, the diagonal entries should be the same. 
That means they must be real. Prove it yourself in a rigorous way.  

2. True. If A is Hermitian, so 𝐴+ = 𝐴. 𝑎𝑛𝑑	𝑡ℎ𝑒𝑟𝑒𝑓𝑜𝑟𝑒	𝐴𝐴+ = 𝐴+𝐴	𝑏𝑒𝑐𝑎𝑢𝑠𝑒	𝐴𝐴 =
𝐴𝐴.	 

 

 

 

 

 

 


