Exercise for chapter 9 — solution

1.

Let T'(vy) = My, T'(vg) = Avg. Then T'((ayv; + aguy) = ayT(vy) + asT'(vg) =
a1 Avy + agdvy = ANaquy + aua) — aqur + aguy is an eigen vector of 7' that

belongs to A.




1 2 0
3. LetA=(4 -1 0

-1 1 3
3.1. Find the characteristic polynomial of A.

3.2. Find the eigenvalues of A.
3.3. Find a basis for the eigenspace of each eigenvalue. How many linearly independent
eigenvectors can you find? Is A diagonalizable?

3.1 We will calculate the determinant using the 3™ column:

det(A—AD=CB-D((A-D(=1-1)-8)=B-D(-(1-2%)-8))
=(1-3)9-22)=1-3)B+1)B -2

3.2 The eigenvalues of A are therefore 4 = 3,4, = —3, where 1, has an algebraic
multiplicity of 2.

3.3ForA=-3:

(A—2,DP= 0

(53 96)-()
3 26

R1<->R3, R3->-R3:

R3->R3-R2
1 -1 -6\ /x 0
4 2 0 (y) =10
0 O 0 z 0
R2->R2-4R1:
1 -1 -6\ /x 0
0 6 24 (y) =10
0 O 0 z 0
R2 ->R2/6:

by e

2
We have a free variable.setz = c,togety = —4¢c,x =2c: v =c¢ (—4).
1

This vector is the basis for the eigenspace of eigenvalue A = —3.



ForA = 3:

(A—1Dv=0

(5 596G

R1<->R3,
R3->R3- 2R1,

R2->R2+4R1:

(5 3 96)-()

And we get x=y. we can set x=y=a and we also have a free variable.setz =c, v =
a 1 0

<a> =a (1) +c (0)
c 0 1

1 0

(1 , (0) are linearly independent. Thus, this is the basis for the eigenspace of eigenvalue
0

A

1
= 3.

2 1 0

We found 3 linearly independent eigenvectors ((—4),(1) , (0)). Recall that a matrix is
1 0 1

diagonalizable iff it has n independent eigenvectors (where n is the dimension of the

matrix). Therefore, A is diagonalizable.



4, .
4.1. If A= —-1:Av = —v.so Av + v = (A + I)v = 0. Let’s find general solution for this

system:

-8 16 —4
(A+I)=<—8 16 —4)

-8 16 —4

R3->R3- R1, R2->R2- R1:

R1->(-1/8)R1:

1 2 !
2
0 0 O
0 0 O
There is a solution and therefore, A = —1 is an eigenvalue of A.

25—t 2 -2\ /2 -
The general solutionis 7 = S =s|1)+ty o | |1 and o |are linearly
t 0 1/ \0 1
independent. Thus, this is the basis for the eigenspace of eigenvalue 1 = —1.

-9 16 —4\ /1 3 1
42. (-8 15 -4 || 1])=|3]-|1]isaneigenvector of eigenvalue 3.
-8 16 -5/ 1\1 3 1



5.

(6) Let A be a singular 3 x 3 matrix. Assume det(2/ — A) = det(—21 — A) = 0.

(a) Is A diagonalizable? If so, write down all diagonal matrices similar to A.

(b) What is dimension of the solution space of the system Az = 07

(a) Since A is singular, there are non-zero vectors that satisfy Av = 0. This is
equivalent to saying that 0 is an eigenvalue of A. Since det(2] — A) =0, A =2
is an eigenvalue of A. Similarly, from det(—21 — A) = 0 we get that X\ = —2
is an eigenvalue of A. The 3 x 3 matriz A has therefore 3 distinct eigenvalues,
and is thus diagonalizable. Any diagonal matriz with a permutation of 0, 2, —2

on its main diagonal is similar to A:

00 0 0O 0 O 2.0 0 2 0 0 -2 0 0 -2 0 0
02 0 0 -2 0 00 0 0 -2 0 0 0 0 0 20
00 =2 0o 0 2 00 =2 0 0 0 0 0 2 0 0 0
(b) The dimension of eigen space of the eigen value 0 is 1, therfore the dimension

of the null space of A is 1

6. Schaum, 9.11 (page 310)

(a) First find A(t) = ¢ — 3t — 28 = (t — 7)(t + 4). The roots A = 7 and A = — 4 are the
eigenvalues of A. We find corresponding eigenvectors.

(i) Subtract A = 7 down the diagonal of A to obtain

~2x+6y =0

3x—9y =0 or x=3y=0

-2 6 : A
M_[ 3 _9], corresponding to

Here v, = (3, 1) is a nonzero solution.

(ii) Subtract A = -4 (or add 4) down the diagonal of A to obtain

9% +6y=0

9 6 g
M= [ ], corresponding to 3% +2y=0

3 or 3x+2y=0

Here v, = (2, —3) is a nonzero solution.

Then S = {vy, v} = {(3, 1), (2, —3)} is a maximal set of linearly independent

eigenvectors. Because S is abasisof R?, A is diagonalizable. Using the basis S, A is
represented by the diagonal matrix D = diag(7, —4).




(b) First find the characteristic polynomial A(t) = t*> + 1. There are no real roots. Thus

B, a real matrix representing a linear transformation on R?, has no eigenvalues
and no eigenvectors. Hence, in particular, B is not diagonalizable.

(c) First find A(t) = t? — 8t + 16 = (¢t — 4)%. Thus, A = 4 is the only eigenvalue of C.
Subtract A = 4 down the diagonal of C to obtain

M = [ : :: ] " corresponding to x=y=0

The homogeneous system has only one independent solution; for example, x =
1,y = 1. Thus, v = (1, 1) is an eigenvector of C. Furthermore, as there are no
other eigenvalues, the singleton set S = {v} = {(1, 1)} is a maximal set of
linearly independent eigenvectors of C. Furthermore, because S is not a basis

of R?, C is not diagonalizable.

7. In the general case this is not true: take the matrices A and C from the previous question

(6). 7 is an eigenvalue of A with eigenvector (3) and 4 is an eigenvalue of C with eigenvector

1

(1) AC:B; 5; and 4*7=28 is not an eigenvalue of this matrix (you can see that by

calculate det(AC-28l) which is not 0).
However, in the case that the eigenvectors are the same this is true:
Av =A4v,Bv=A,v:
ABv = Al,v = 1,Av = A, A4 v

So A, 1, is an eigenvalue of AB.



|%

Solution
1.1 We will solve this question in three method.
Method 1:
det(B) = det(P~*AP) = det(P~1) det(4) det(P) = det(P~1) det(P) det(A)

determinants
are scalars

= det (P"P) det(4) = det(4)
1
Method 2:

det(B) = det(P~AP) = det(P") det(4) det(P) =  det(P~*)det(P) det(A)

determinants
are scalars

det(P) det(A) = det(A)

~ det(P)
Method 3:
B=P'AP -» PB=AP - det(PB) = det(AP)
det(P) det(B) = det(4) det(P)
Since P is invertible det(P) # 0, and we can divide both sides by det(P):
det(B) = det(4)

1.2 We first probe that tr(AB) = tr(BA).
We use the formula of the general term (AB);; for the case i = j:

tr(AB) = Zn:(AB)“ = Zn: (Zn: a,-kb,d)
i=1

i=1 \k=1

We can change the order of summation:

= Z": (Zn: aik”ki) — Zn: (Zn: bkiaik) = Zn:(BA)“ = tr(BA)
=1 &

k=1 \i=1 k=1

Now, using this proposition we can see that: tr(B) = tr(P"*AP) = tr(APP™!) = tr(A).

2 1 0
9. We found 3 linearly independent eigenvectors ((—4),(1) , (O)).

1 0 1

1 0 2
(1) , (0) are eigenvector of the eigenvalue 4 = 3. And (—4) is an eigenvector of the
0 1 1

eigenvalue A = —3

Recall that a matrix is diagonalizable iff it has n independent eigenvectors (where n is the

dimension of the matrix). Therefore, A is diagonalizable and the change of basis matrix P is
1 0 2
the matrix which its columns are the eigenvectors: P = (1 0 —4). And P71AP =

01 1
30 O
0 3 0
0 0 -3

10. False, we give a counterexample: Consider the 2x2 zero matrix. The zero matrix is a
diagonal matrix, and thus it is diagonalizable. However, the zero matrix is not invertible as its
determinant is zero.

11. we already answered that in g6.



1. True.
Suppose our matrix A has eigenvalue A.

If A = 0, then there is some eigenvector x so that Ax = 0. But then
xT Ax = 0, and so A is not positive definite.

If A < 0, then there is some eigenvector x so that Ax = Ax. But then
xT Ax = A|x|?, which is negative since |x|*> > 0 and A < 0. Thus A
is not positive definite.

And so if A is positive definite, it only has positive eigenvalues.

2. The dot product of 2 vectors ¥ and w is: 71 - w = |||W|cos6. Where 8 is the
angle between the vectors. So if ¥ = X and w = Ax, 0 is the angle between the

_T —

ol A)i . The

| %]l Ax]|
denominator and nominator are both positive so the whole term is positive.
Meaning that cosf > 0.

vector before and after transformation and we get cosf =

1.det(A— AI) = A2 + 1 = 0. This eq has no solution over the real numbers and
therefore A is not diagonalizable over the real numbers.

2. Over the complex numbers we can solve thiseqand get A =ior 1= —i.

Since A has two distinct eigenvalues over the complex numbers (and A is 2x2
matrix), it must be diagonalizable.

(The following is not part of the question:) the eigenvectors:

3—i -5 Al
For?\lzi:(A—iI)v_1=[ 2 3 i]ﬁ=0wegetv_1:<2>
R 1

We know that eigenvalues and eigenvectors of real matrices come in conjugate pairs

3-i
so we can infer that for A, = -i: 7, = <T>
1



14. we can show that in few ways:

1. show that A = 471

2. A complex matrix is unitary if and only if its rows (and its columns) form an
orthonormal set. We will show that the columns are orthonormal: v =

1 2, 2.
-—=i =i
3 23_ andw = 13 » | - According to the inner product of complex
—3t 373t
numbers:<TJ,W>=ﬁ*TW=Ei(1+Ei)+Ei(—1—Ei)=0.sovandware
3°\3 3 3 3 3

orthogonal. Now we need to show that |7| = 1 and |[w| = 1:

1 2 1 2 2 2 1 4 4
- T (4333050 (50 (G
7] vy v js 3')\373 TS 97979

1. True. When you take the transpose, the diagonal entries will not change the
position. Then after taking the conjugate, the diagonal entries should be the same.
That means they must be real. Prove it yourself in a rigorous way.

2. True. If Ais Hermitian, so A" = A.and therefore AA¥ = A" A because AA =
AA.



